
Graph and Geometric Learning Lab, week 4



Graph and Geometric Learning Lab, week 4

1. Goals & contributions –

• Fast molecule retrieval given text prompts.
• Natural language + molecules = different modalities.
• Proposed method – “a multimodal embedding approach for constructing an aligned semantic space 

between these two types of data to allow for cross-modal retrieval”.
• Big + on explainability.
• (Contribution) new task Text2Mol, new CLIR.
• (Contribution) explainability through association rules.
• (Contribution) new dataset.



Graph and Geometric Learning Lab, week 4

2. Related work –

• Multimedia Representation (CLIP)
• Molecule Representation
• Description retrieval
• CLIR

3. Method + model –

• Separate text encoder + molecule encoder + cosine-similarity 
to rank embeddings. (CLIP?)

• Text Encoder – SciBERT + linear projection.
• Molecule Encoder – (Mol2Vec + MLP) + (Mol2Vec + GCN).
• Mol2vec.
• For paper, Mol2vec -> 2-layer MLP.
• Tough to capture large-graph info., so use GCN.
• o/p -> 3-layer GCN -> global mean-pooling -> 2-layer MLP.
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3. Method + model –

• Cross-modality?

4. Loss – (not CLIP!)

5. Cross-modal re-ranking –

❌
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6. Ensemble –

7. Experiments –
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1. Goals & contributions –

• “we pursue an ambitious goal of translating between molecules and language by proposing two 
new tasks: molecule captioning and text-guided de novo molecule generation”.

• Different + (tougher) from vision-language models.
• (Contribution) MolT5 model which is much like GPT’s paradigm.
• (Contribution) new evaluation metrics (eg. Text2Mol similarity)
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2. Tasks –

• Molecule Captioning
• De novo Molecule Generation

3. Evaluation –

• Text2Mol Metric.
• BLEU, METEOR and ROGUE for molecule captioning evaluation.
• Novelty and Scaffold similarity ❌

BUT instead
MACCS FTS, RDK FTS, and Morgan FTS

Levenshtein distance, exact SMILES match and SMILES BLEU

Fréchet ChemNet Distance (FCD)

Syntactic validity using RDKIT
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4. MolT5 –
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5. Experiments –

• Pre-training Data : C4 for text, ZINC-15 for molecules
• Fine-tuning Data : ChEBI-20
• Baselines : GRU, Transformer, T5
• Molecule Captioning
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5. Experiments –

• Text based De Novo generation

• With generation there are a LOT of properties that can be investigated based on different 
molecules.
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5. Experiments –

• Text based De Novo generation
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6. Ablations –
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My Thoughts (based off of the 10 papers we have read) –

1. First, we MUST involve a Knowledge Graph of some sort, basically I think all text-molecule papers 
till now have random out-of-context text descriptions of a molecule valid in a particular field, not 
general enough to generate good molecules, which is why I think they have these results. 
Knowledge Graph makes concrete the information LLM is supposed to learn.

2. Second, this paper also had statistical tests and we should do similar tests.

3. Third, our approach should focus on multiple tasks and be modular so that we can use it 
downstream independent of other modalities, e.g., GraphMVP doesn’t need 3D info during 
inference time.

4. Fourth, and this is based off of a vision-language model I have seen, basically it would be very 
ideal to have 2 phases, one for representation learning and one for generative tasks, that would 
be very modular as well.

5. Fifth, for representation learning we need to come up with a good modality interaction module.
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