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1. Introduction –

• Focuses on self-supervised molecular representation learning by leveraging the consistency 
between 2D topologies and 3D geometries.

• As 3D info. can be scarce + tough to obtain, only required during pre-training.

• Two pre-training tasks, contrastive-SSL + generative-SSL.

• Most previous methods have focused on 2D topology.

2. Brief Results –

• Proof-of-concept for 3D information.

• New contrastive + generative SSL tasks.

• Theoretical insights into why this works, maximize MI + privileged information.
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3. Preliminaries –

• GraphMVP is based on a view design, i.e., each view is a different modality.

• 2D molecular graphs normal, what we are used to. Notation – 
g2D = (X, E) ; 
X is the atom attribute matrix, 
E is the bond attribute matrix.
It’s representation is h2D, obtained using a GNN, after a topological-transform.
h2D = GNN-2D(T2D(g2D))

• 3D molecular graphs includes spatial positions of atoms, in continual motion on a 
potential energy surface. Structures at local minima = Conformers. Notation –
h3D = GNN-3D(T3D(g3D)) ;
g3D = (X, R) is almost same in representation, but R is the 3D-coordinate matrix,
T3D is a 3D-transformation.
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4. Method –

• Consider 2D vs 3D as two complimentary modalities.
• Pre-training  use both! Fine-tuning  usually only 2D is available.
• Pre-training is forcing the model to utilize inter-data and intra-data information to learn local and 

global distributions.
• The transformation functions T2D and T3D from below are just masks, mask nodes + corresponding 

edges.

• Contrastive SSL between 2D and 3D
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4. Method –

• Generative SSL between 2D and 3D

Clearly, first term is a bottle-neck  graph data is ∵ discrete.

• So, model the representation space instead of the data space.

• Multi-task objective functions –
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5. Experiments –

• Molecule property prediction



5. Experiments –

• Extra property prediction, using regression + also for Drug Affinity tasks. (lower is better, 
std is not reported because very small)
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6. Ablations –

• Effect of #C and Effect of Masking ratio

• Effect of Objective function
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7. Case study –

• Evaluate on tasks that are very difficult with only 2D topology but easy with 3D geometry.

1. Predicting 3D diameter

2. Recognizing long-range donor-acceptor structures
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1. Introduction –

• LLMs and large KGs are very useful.
• Open problem to combine both.
• Current work –

1. Either uses shallow unidirectional methods, OR
2. Focuses on fine-tuning.

• Basic pipeline : Get Text  Extract relevant part of KG  Use a cross-modal model for 
bidirectional information flow  Use MLM + link prediction as objectives.

• Beats SOTA on various tasks.
• Other related work –

1. Knowledge augmented LM pre-training.
2. KG-augmented QA.
3. KG representation learning.

• Basic definitions
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2. Method –

• First, we need to create the input representation —

1. Local KG retrieval (Vel  V  G), 
2. Modality interaction token/node (wint , vint , rel).

• Cross-modality encoder (GreaseLM) –
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2. Method –

• Pre-training objective(s) —

• Fine-tuning –

X = MLP(Hint, Vint, G) ; 
G is the attention based pooling of the local KG with Hint as query.
X is used for all downstream tasks. 
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3. Experiments –
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4. Analysis –

1. Effect of KG vs LM pre-training.

2. Effect of pre-training vs GreaseLM.
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4. Analysis –

3. Ablation
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4. Bio-medical Experiments –
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