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1. Introduction –

• Existing methods –
1. Focus on 2D/3D geometries, OR
2. Involve expensive supervision, OR
3. Avoid multi-modality in pre-training, OR
4. Involve limited multi-modality using SMILES.

• Motivation, Text helps a lot!

2. Brief results –

• Developed a multi-modal foundation model.
• Model has strong zero-shot generalization capabilities to unseen tasks!
• Also create a dataset, PubChemSTM.
• SOTA performance.
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3. Method –



3. Method –

• Loss functions – 
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4. Tasks –

• Zero-shot structure-text retrieval,

• Zero-shot text-based molecule editing,

• Molecular property prediction.
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4. Tasks –

• 2 Objectives for tasks – 
1. Open vocabulary,
2. Compositionality.

• Zero-shot structure text retrieval.
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4. Tasks –

• Zero-shot structure text retrieval. (Case Study)
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4. Tasks –

• Zero-shot Text based Molecule editing.
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Zero-shot Text based M
olecule editing.
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4. Tasks –

• Zero-shot Text based Molecule editing. (Case Study)
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4. Tasks –

• Molecule property prediction.
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1. Introduction –

• “Adaptively sample semantically relevant entities during propagation.”
• Reduced computation cost!
• Propose an incremental sampling scheme.
• Past work – GNNs, triplet learners, path learners
• GNN based method.
• SOTA performance.

2. Related work –

• GNN for KG reasoning (Full propagation, Progressive propagation, Constrained 
propagation)

• Sampling in GNNs (node-wise, layer-wise, subgraph-sampling)
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3. Method –

• GNN for KG reasoning – F(w, hatGL)
• Progressive methods  but very heavy!✅
• So

• Problems? Heuristics not good enough + might miss out on ea.
• Current sampling algorithms suffer from these problems.
• Proposed algorithm, incremental sampling –

1. Reduce number of entities + preserve connections.
2. Has a relation-dependent sampling.
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3. Method –

• Majority of answers lie close to query entity, impose

• Sample as S(.) = SAMP(CAND(.))
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3. Method –

• Now for SAMP(.) –

• Then optimize jointly –
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3. Method –

• Advantages –
1. Entity-efficient, linear w.r.t. layers. (Proposition 1)
2. Layer-wise connections can be preserved! (Proposition 2)
3. Proposed sampling strategy has more chance of preserving ‘good’ entities compared 

to others for same number of nodes.
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3. Method –
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4. Experiments –

• Compare against strong inductive and transductive baselines.
• Also introduced a new metric to quantify effectiveness of the sampling algorithm.

• Transductive setting.
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4. Experiments –

• Transductive setting.
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4. Experiments –

• Inductive setting.
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4. Experiments –

• Training time.
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5. Ablation –

• Importance of sampling strategies and learning.
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5. Ablation –

• Influence of K & Comparison of learning strategies.



6. Case Study –

• Left : demonstration that sampling is semantic aware.
• Right : example paths of AdaProp vs Progressive algorithms.
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