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ICLR 2023 - EDITING MODELS WITH TASK ARITHMETIC

A task is defined by a dataset and a loss function used for fine-tuning.
A task vector specifies a direction in the weight space of a pre-trained 
model, such that movement in that direction improves performance on the 
task.

θnew = θ + λτnew

Negation - Forgetting or Unlearning
CV: CLIP - control task (ImageNet), Forget task (CARS, SUN397, DTD, 
MNIST)
NLP: Toxic generation in GPT-2, ~(finetune to produce toxic content)

Task Analogy - A:B :: C:D
Domain Generalise: Yelp - sentiment, unsup lm; Amazon - sentiment, 
unsup lm;
Subpopulation w/ little data: (Imagenet, human draw); (real dog:real lion 
:: sketch dog:sketch lion)
Kings & Queens:  Kings:Queens :: Man:Woman (FT over pretrained CLIP 
classifier)

Adding pairs of task vectors from image classification tasks

For four text classification tasks from the GLUE benchmark, adding task vectors downloaded 
from the Hugging Face Hub can improve accuracy of fine-tuned T5 models

Addition - Learning/Merging

* results in better multi-task 
models
* maintains 98.9% of the 
accuracy
* average perf. increases as 
more task Vectors are added



RLHF

Source: https://huggingface.co/blog/rlhf



WARM

Source: 
https://arxiv.org/pdf/2401.12187



Experiment Results



LoRA Hub
Mashing together many LoRA modules



Problem Statement + Proposed Solution
Problem: LoRA Fine tuning is generally done on similar tasks and does not generalize well across 
multiple tasks.

Solution: Train many LoRA modules and use them together. This is done in 2 phases, Compose 
and Adapt.

Compose -  Element wise composition of LoRA modules

Adapt - Weight optimization via Gradient Free methods

I couldn’t understand what gradient free methods were used here. But the paper 
mentions Covariance Matrix Adaptive Evolution Strategies (CMA-ES). Authors did 
not use Gradient Descent.



Results

Authors used Flant-T5-Large and evaluated performance on Big-Bench Hard 
(BBH) Benchmark. Authors picked 20 random LoRA modules for the results.

Results on next slide.

QnA by authors:

1. Does rank of LoRA module matter? Somewhat, in comparison of 4 to 64 
ranks, 16 outperforms consistently.

2. Is more LoRA modules better? Not after a certain point, it may give better 
performance but variance in results increases drastically.





[arXiv][GitHub]

https://arxiv.org/pdf/2306.01708
https://github.com/prateeky2806/ties-merging






Evolutionary Optimization of 
Model Merging Recipes

Takuya Akiba, Makoto Shing, Yujin Tang, Qi Sun, David Ha
Sakana AI

https://arxiv.org/pdf/2403.13187v1
https://arxiv.org/pdf/2403.13187v1


● Uses evolutionary methods to discover non-trivial ways to 
merge models.

● Outperforms human heuristic and intuition based model 
merging.

● Think NAS and NEAT.
● Implements Covariance Matrix Adaptation Evolution Strategy
● Parameter Space: Uses TIES-Merging enhanced with DARE.
● Data Flow Space: Literature limits itself to sequential ordering 

of layers. (Unstable!)



Optimizes both Data Flow Space and Parameter Space 



● Japanese LLM + English Math LLM -> Japanese Math LLM
● Japanese LLM + English VLM -> Japanese VLM.

Experiments

Sakana.ai's Blog
Arcee's Blog
Github - mergekit-evolve

https://sakana.ai/evolutionary-model-merge
https://blog.arcee.ai/tutorial-tutorial-how-to-get-started-with-evolutionary-model-merging/
https://github.com/arcee-ai/mergekit/blob/main/docs/evolve.md


Arcee’s MergeKit: A Toolkit for Merging Large Language Models
Charles Goddard, Shamane Siriwardhana, Malikeh Ehghaghi, Luke Meyers,  

Vlad Karpukhin, Brian Benedict, Mark McQuade, Jacob Solawetz
Arcee, Florida, USA





ZipIt! Merging Models from Different Tasks without Training
ICLR 2024

Harshvardhan Mestha
Background and Motivation

● Previous work focuses on merging 2 models trained on 
same task and merge entire network, and involves 
permuting one model to the other

● Permuting creates a 1-1 mapping between the models, 
assuming a correlation in features - fine for models on 
same task, but not so much for different tasks    

● Merging whole network forces merging models on 
similar tasks, not ideal for merging models trained on 
different tasks

● Models fine tuned from same ckpt / initalization - lie in 
same error/loss basin (This paper does not utilize this 
fact) 

● Models with different initialization - models permuted 
to same loss basin can be merged by averaging weight

● Git Re-basin - interpolates weights by using similarity in 
weights not good for merging models trained on 
different tasks as it may find a minima that performs 
worse for both. Permute relies on the assumption that 
likelihood of both models lie in same basin

Method

● What does it do ? - Merges models trained on different tasks, and allows for 
merging within or across a model, with also the ability to to merge models 
partially.

● Approach: Generalize merges and define unmerges, using the ‘zip’ and ‘unzip’ 
operation

● Why within ? - Reduces feature redundancy in a model, paper proves that loss 
increase has tighter bounds than previous work. Models merged within perform 
on par if not better than model not merged within.

● Merging - 

->Concatenate both feature vectors - 
->Find correlation between every element in this (prev work only did between fa 
and fb)
->if well correlated average them - find ni pairs per 2i features - 
-> equivalent  to normal averaging, but more general

● Unmerging - U is pseudoinverse of M
Split U in 2 halves, merge is lossy



ZipIt! Merging Models from Different Tasks without Training
ICLR 2024

Harshvardhan Mestha
Zip Operation



ZipIt! Merging Models from Different Tasks without Training
ICLR 2024
n Mestha


